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1. Definitions and motivation

Roughly speaking, a group is said to be efficient if it can be presented in terms of generators and relations in a very economical way: the difference between the number of relators and generators is (at least in the case of a finite group) the rank of the Schur multiplier. Efficiency is an important concept in computational and geometric/combinatorial group theory. In this paper I will focus on the latter topic stressing a more topological point of view. I will discuss the relevance of efficiency questions to well known open problems in geometric group theory and low dimensional topology, such as the Eilenberg-Ganea problem and Wall's finiteness problem in dimension 2. I will also mention efficiency notions for infinite presentations (so called Cockcroft-properties) that provide delicate approximations for asphericity and are important in the context of the Whitehead problem. None of the results presented here are new, but some of them have never been published.

For a finitely presented group $G$ there exists a finite connected 2-complex $K$ with fundamental group $G$. We define $\chi_2(G)$ to be the minimal Euler-characteristic of such a complex. A lower bound for this number in terms of the homology of $G$ is easily obtained. We have

$$\chi(K) = 1 - r(H_1(K)) + r(H_2(K)) \geq 1 - r(H_1(G)) + d(H_2(G)).$$

Here $r(-)$ denote the torsion-free rank and $d(-)$ the minimal number of generators. The last inequality holds because $H_1(K) = H_1(G)$, $H_2(K)$ is torsion-free (so $r(H_2(K)) = d(H_2(K))$) and $H_2(G)$ is a quotient of $H_2(K)$ by Hopf's theorem (see Brown [10]). So we have

$$\chi_2(G) \geq 1 - r(H_1(G)) + d(H_2(G)).$$
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The group $G$ is called efficient if this lower bound can be topologically realized, that is, if there exists a finite connected $2$-complex $K$ with fundamental group $G$ such that

$$\chi_2(G) = \chi(K) = 1 - r(H_1(G)) + d(H_2(G)).$$

The inequality, although in slightly different form, goes back to P. Hall. The first examples of non-efficient groups were provided by R. Swan [46] (we will discuss his construction in more detail in the next section). His examples supplied a negative answer to a question of B. H. Neumann [43], who wondered whether finite groups with trivial Schur-multiplier have balanced presentations (and thus are efficient).

Aside from group theory, efficiency also plays an important role in $2$-dimensional topology, in particular for questions involving the topological realization of partial resolutions, such as the Eilenberg–Ganea conjecture or Wall's finiteness problem in dimension $2$ (see Section 3 for details). Since aspherical groups are clearly efficient, the notion of efficiency can be thought of as a crude approximation of asphericity. I will discuss this connection briefly in Section 4.

There is another, more algebraic way to look at efficiency. A finite presentation $F/N$ of $G$ (i.e. $F$ is a finitely generated free group and $N$ is a normal subgroup, normally generated by finitely many elements such that the quotient $F/N$ is isomorphic to $G$) is called efficient if

$$d_F(N) = d(N[F, N]),$$

where $d_F(N)$ denotes the minimal number of normal generators for $N$. We had better convince ourselves that a group $G$ is efficient if and only if it has an efficient presentation. Choose a finite connected $2$-complex $K$ with fundamental group $G$ and $\chi(K) = \chi_2(G)$. We can assume that $K$ has a single vertex, $n$ one-cells and $m$ two-cells. Let $N$ be the kernel of the epimorphism

$$F = \pi_1(K^{(1)}) \to \pi_1(K) = G.$$ 

We clearly have $d_F(N) = m$. Now $G$ is efficient if and only if

$$\chi(K) = 1 - n + m = 1 - r(H_1(G)) + d(H_2(G))$$

and this is the case if and only if

$$m = n - r(H_1(G)) + d(H_2(G)).$$

Since

$$d(N[F, N]) = n - r(H_1(G)) + d(H_2(G))$$

(see the first section in [30] for example) we have shown that $G$ is efficient if and only if $F/N$ is efficient.

The conjugation action of $F$ on the normal subgroup $N$ induces a $G$-module structure on the quotient $N/[N, N]$. This module is called the relation module of the presentation $F/N$, and $d_2(N/[N, N])$ denotes its rank (the minimal number of module generators). Ce
module generators). Consider the chain of inequalities
\[ d_F(N) \leq d_G(N/[N, N]) \geq d(N/[F, N]). \]
If the presentation \( F/N \) is not efficient, then either the first or the second (or both) inequalities are strict. The first difference \( d_F(N) - d_G(N/[N, N]) \) is called the \textit{relation gap} (a term created by Karl Grueenberg; later we will also hear about his "generation gap") and, so far, no finite presentation with positive relation gap is known. All known failure of efficiency occurs in the transition from the relation module \( N/[N, N] \) to \( N/[F, N] \).

We should remark here that infinite relation gaps are known to exist. In [5], M. Bestvina and N. Brady construct a finitely generated group that has the finiteness property \( FP_2 \) but is not finitely presented. So any presentation \( F/N \) with finitely generated \( F \) has finitely generated relation module, and hence has an infinite relation gap.

2. Examples and tests

The class of efficient groups contains aspherical groups and small cancellation groups (immediate from the definitions), finitely generated abelian groups and fundamental groups of closed 3-manifolds (Epstein [24]), all finite metacyclic groups (Wamsley [48], Beyl [14]) and many finite simple groups (Campbell, Robertson, Williams [12]). Whether all finite simple groups are efficient is still unclear.

The first examples of non-efficient groups, certain finite metabelian groups, were given by Swan [46] in 1965. M. Lustig [42] constructed the first torsion-free non-efficient groups. We will take a closer look at both Swan’s and Lustig’s examples later on in this section. Baik and Pride [2] showed that Wamsley’s and Beyl’s results on finite metacyclic groups do not extend to the infinite setting: there do exist non-efficient infinite metacyclic groups. Robertson, Thomas and Wotherspoon [44] gave examples of non-efficient unitary reflection groups and Baik, Pride [3] found examples of non-efficient Coxeter groups (whether all symmetric groups are efficient is still unknown). Examples of non-efficient finite perfect groups can be found in the article of Kovács [39].

To not leave the reader with the wrong impression, I believe that non-efficiency, however hard to detect at the time, is common among finitely presented groups, whereas efficiency should be viewed as a rare exception occurring only in very special situations. Agreeing with Kovács (see [39]) I also would not know where to look for a “new” class of efficient finite groups.

A group \( G \) is called \textit{proficient} if it has a presentation \( F/N \) such that
\[ d_G(N/[N, N]) = d(N/[F, N]). \]
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Swan uses this observation to construct examples of non-efficient finite metabelian groups. Let a generator of $\mathbb{Z}_3$ act on $\mathbb{Z}_7^n$ by squaring all elements and let $G$ be the semi-direct product $\mathbb{Z}_7^n \rtimes \mathbb{Z}_3$. Then $H = \mathbb{Z}_7^n$ is a subgroup of index 3 in $G$. The rank of the well known second homology group of $H$ tells us that

$$\langle x_1, \ldots, x_n | x_1^2, \ldots, x_n^2, [x_i, x_j] \rangle (1 \leq i < j \leq n)$$

is an efficient presentation for $H$, and so

$$\chi_2(H) = 1 - n + (n + (n - 1)n/2).$$

We deduce from Proposition 2.2 that $\chi_2(G) \geq 1/3 + n(n-1)/6$. Since $H_2(G) = 0$ (this takes a bit of work), the homological lower bound is $1 - r(H_1(G)) + d(H_2(G)) = 1$, hence independent of $n$. So $G$ is non-efficient for $n \geq 3$.

I will now turn to Lustig’s minimality test. Let $K$ be a finite connected 2-complex with fundamental group $G$. Consider the cellular chain complex $(C_\ast(K), \partial_\ast)$ for the universal covering $\tilde{K}$ of $K$. If we choose a basis $c_1, \ldots, c_n$ for the free $\mathbb{Z}G$-module $C_2(\tilde{K})$ then every element can be expressed as a unique linear combination

$$\alpha_1 c_1 + \cdots + \alpha_m c_m, \alpha_i \in \mathbb{Z}G,$$

and the second Fox ideal $I_2(K)$ is the 2-sided ideal in $\mathbb{Z}G$ generated by those $\alpha \in \mathbb{Z}G$ that occur as coefficients of elements from the kernel of $\partial_2$.

**Theorem 2.3 (Lustig [42]).** If there is a ring homomorphism $\phi$ from the group ring $\mathbb{Z}G$ into ring of $k \times k$-matrices ($k \geq 1$) over some commutative ring $R$ with 1, such that $\phi(1) = 1$ and $\phi(I_2(K)) = 0$, then $K$ is minimal: $\chi_2(G) = \chi(K)$.

As an application of his test Lustig constructs torsion-free non-efficient groups in the following manner. Let $H$ be a torsion-free one-relator group presented by $\langle a, b | r \rangle$ with $H_{ab} = \mathbb{Z}$, and let $G$ be the direct product $H \times \mathbb{Z}$. Then $G$ has a presentation

$$\langle a, b, t | r, [a, t], [b, t] \rangle.$$

If $K$ is the 2-complex defined by this presentation, then it is not difficult to show (since $H$ is aspherical) that $I_2(K)$ is generated by $1 - t$ and the Fox-derivatives $\frac{dr}{da}$ and $\frac{dr}{db}$. If $\phi : \mathbb{Z}G \rightarrow \mathbb{Z}H_{ab}$ be the ring homomorphism induced by the projection $G \rightarrow H_{ab}$, then the image

$$\phi(I_2(K)) = \mathbb{Z}H_{ab}\left\{\frac{dr}{da}, \frac{dr}{db}\right\},$$

(the bar denotes the image in $\mathbb{Z}H_{ab}$) is the so-called Alexander ideal of $H$. So if we take $H$ to have trivial Alexander ideal (for example the figure-8 knot group), then the hypothesis of Theorem 2.3 is satisfied and we deduce

$$\chi_2(G) = \chi(K) = 1 - 3 + 3 = 1.$$

Since $1 - r(H_1(G)) + d(H_2(G)) = 1 - 2 + 1 = 0$, the group $G$ is non-efficient.
3. Some 2-dimensional conjectures

Efficiency and the relation gap problem are at the heart of several unresolved questions in group theory involving 2-dimensional topology. I will begin with a discussion of the Eilenberg–Ganea conjecture which is concerned with comparing a geometric dimension notion for a group with an algebraic one. A good reference for this section is [10].

A $K(G, 1)$-complex is a CW-complex with fundamental group $G$ and trivial higher homotopy groups. Such a complex exists for every group, and, even more, is unique up to homotopy. The geometric dimension of a group $G$, $gd(G)$, is the minimal dimension of a $K(G, 1)$-complex (which, of course, can be infinite). The cohomological dimension, $cd(G)$, is the minimal length of a projective resolution of (the trivial $ZG$-module) $Z$. Since the cellular chain complex of the universal covering of a $K(G, 1)$-complex provides one with such a resolution of length $gd(G)$, it is clear that the cohomological dimension is always less or equal to the geometric dimension, and it is natural to wonder if these two notions can differ at all. It was shown by Eilenberg and Ganea [23] in 1957 that, under the condition that the cohomological dimension of the group in question is different from 1 and 2, the two notions are indeed the same. Roughly ten years later, Stallings [45] could show that groups of cohomological dimension 1 are free, and hence are also of geometric dimension 1. The case $cd(G) = 2$ remains unsettled and is known as the Eilenberg–Ganea conjecture.

**Eilenberg–Ganea Conjecture 3.1.** A group $G$ of cohomological dimension 2 is of geometric dimension 2.

The next result is due to J. Hillman (see [35], page 30).

**Theorem 3.2 (Hillman [35]).** Let $G$ be a group of cohomological dimension 2. Then the following statements are equivalent:

1. There exists a finite 2-dimensional $K(G, 1)$-complex (so $G$ has finite geometric dimension 2);

2. The group $G$ is efficient.

**Remark.** Theorem 3.2 implies of course that an efficient group of cohomological dimension 2 has geometric dimension 2 as well. The other direction however is unknown, because it is unclear (and probably false) that a group $G$ of geometric dimension 2 has a finite $K(G, 1)$-complex, even if it is finitely presented.

I will end the part on the Eilenberg–Ganea conjecture with some promising potential counterexamples constructed by M. Bestvina [6]. Let $X$ be a finite full simplicial complex with vertex set $V$ and edge set $E$. Let $H$ be the right-angled Coxeter group defined by
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\[ (V | v^2 (v \in V), c(e) (e \in E)) \]

where \( c(e) \) denotes the commutator \([v, w]\) if \( v \) and \( w \) are the vertices of the edge \( e \).

Bestvina showed that, in case \( X \) is an acyclic 2-complex, the group \( H \) acts properly and cocompactly on an acyclic 2-complex, and so every torsion-free subgroup has cohomological dimension 2. Since the commutator subgroup \( G \) is torsion-free and of finite index, it is a finitely presented group of cohomological dimension 2. Even more, it acts freely and cocompactly on an acyclic 2-complex and hence has a finite presentation with free relation module. So \( G \) is proficient, and is efficient if and only if it has finite geometric dimension 2 by the above theorem. Is it efficient? On detailed calculations of presentations and Euler-characteristics of finite index subgroups of right angled Coxeter groups the reader should consult Dicks, Leary [17]. For generalizations of Bestvina's results see [33] and [34].

I will now turn to C. T. C. Wall's finiteness conjecture. CW-complexes form a particularly nice class of topological spaces since they can be built up by an inductive procedure. It is therefore natural to ask which spaces have the homotopy type of a CW-complex, and which CW-complexes are homotopically equivalent to \( n \)-dimensional ones. The second question was completely answered by C. T. C. Wall [47], except in case \( n = 2 \). In order to state his result we need a definition. A space \( X \) satisfies the property \( D(n) \) if \( H_i(\tilde{X}) = 0 \) for \( i > n \) (here \( \tilde{X} \) is the universal covering) and \( H_{n+1}(X, \mathcal{B}) = 0 \) for all local coefficient systems \( \mathcal{B} \).

**Theorem 3.3** (Wall [47]). Let \( n \neq 2 \). A (finite) CW-complex has the homotopy type of a (finite) \( n \)-complex if and only if it satisfies the property \( D(n) \).

The case \( n = 2 \) remains unsolved. The finite part of this case is referred to as the

**D(2)-Conjecture 3.4.** A finite 3-complex has the homotopy type of a finite 2-complex if and only if it satisfies \( D(2) \).

In [20] M. Dyer shows that the existence of a relation gap (under certain conditions) implies that this conjecture is false. Since [20] has never been published, and my viewpoint differs slightly from the one presented in [20], I have also included a proof of Dyer's result.

**Theorem 3.5** (Dyer [20]). Let \( G \) be a group with \( H^3(G, \mathbb{Z}G) = 0 \) and let \( F/N \) be a minimal presentation for \( G \) (i.e. \( \chi_2(G) = 1 - d(F) + d(F)(N) \)). If \( F/N \) has a relation gap, then the \( D(2) \)-conjecture is false.
Proof. Let \( d(F) = m \) and suppose that \( d(G) / (N, N) < m \). Then we have an exact sequence of \( \mathbb{Z}G \)-modules

\[
0 \rightarrow M \rightarrow \mathbb{Z}G^{m-1} \rightarrow N / (N, N) \rightarrow 0.
\]

Choose generators \( x_1, \ldots, x_n \) of \( F \) and normal generators \( r_1, \ldots, r_m \) of \( N \), let \( K \) be the standard 2-complex built on the presentation \( \langle x_1, \ldots, x_n | r_1, \ldots, r_m \rangle \) and let \( (C_\#(K), \partial_\#) \) be the cellular chain complex of the universal covering of \( K \). Now the kernel of the first boundary map \( \partial_1 \) is isomorphic to the relation module \( N / (N, N) \), whereas the kernel of the second boundary map \( \partial_2 \) is isomorphic to the second homotopy module \( \pi_2(K) \). Thus, by Schanuel’s Lemma (see [10]) we have

\[
\pi_2(K) \oplus \mathbb{Z}G^{m-1} \cong M \oplus C_2(\bar{K}).
\]

Let \( L \) be the 2-complex obtained from \( K \) by wedging on \( m-1 \) 2-spheres. Then

\[
\pi_2(L) \approx \pi_2(K) \oplus \mathbb{Z}G^{m-1} \cong M \oplus C_2(\bar{K}).
\]

Now we attach 3-cells to \( L \), using attaching maps that correspond to a basis of the free module \( C_2(\bar{K}) \) under the above isomorphism. In this way we obtain a finite 3-complex \( X \) with fundamental group \( G \) and \( \pi_2(X) \approx M \). Notice that \( X \) can not have the homotopy-type of a finite 2-complex because

\[
\chi(X) = 1 - n + m + (m - 1) - m = 1 - n + (m - 1) < \chi_2(G).
\]

It remains to show that \( X \) satisfies \( D(2) \). Consider the cellular chain complex \( (C_*(\bar{X}), \partial_*) \) of the universal covering \( \bar{X} \) of \( X \). Since, by construction, the boundary map \( \partial_1 \) is injective, we have \( H_i(\bar{X}) = 0 \) for \( i > 2 \). In order to show that \( H^3(X, B) = 0 \) for all local coefficient systems \( B \) it suffices to show that

\[
\text{Hom}_{\mathbb{Z}G}(C_2(\bar{X}), B) \rightarrow \text{Hom}_{\mathbb{Z}G}(C_3(\bar{X}), B)
\]

is onto for every \( \mathbb{Z}G \)-module \( B \). This will follow from the fact that \( \partial_3 \) is actually a split-injection. To prove this, we first complete \( (C_*(\bar{X}), \partial_*) \) to a resolution \( (C_*, \delta_*) \) of the trivial \( \mathbb{Z}G \)-module \( \mathbb{Z} \) such that \( C_i = C_i(\bar{X}) \) and \( \partial_i = \delta_i \) for \( i = 0, 1, 2 \), and \( C_3 = C_3(\bar{X}) \oplus C_3' \), where \( \partial_3 = \delta_3 \) when restricted to the first factor. Furthermore, since \( \ker(\delta_2) \approx \pi_2(L) \), we have \( \ker(\delta_2) = M_1 \oplus M_2 \), where \( M_1 = \partial_1(C_1(\bar{X})) \) is free of rank \( m \), and we can define \( \delta_3 \) so that \( \delta_3(C_3') = M_2 \). Let \( p \) be the projection

\[
p : C_3 = C_3(\bar{X}) \oplus C_3' \rightarrow C_3(\bar{X}).
\]

For \( c \in C_4 \) and \( \delta_4(c) = (a, b) \in C_3(\bar{X}) \oplus C_3' \), we have

\[
0 = \delta_3 \circ \delta_4(c) = \delta_3(a, b) = \delta_3(a) + \delta_3(b) \in M_1 \oplus M_2,
\]

so \( \delta_3(a) = \delta_3 \circ p \circ \delta_4(c) = 0 \) for all \( c \in C_4 \). Since \( \delta_3 \) is injective, we have \( p \circ \delta_4(c) = 0 \) for all \( c \in C_4 \), thus \( p \) presents an element of \( H^3(G, C_3(\bar{X})) \). But this group is zero because \( C_3(\bar{X}) \) is free and we assumed \( H^3(G, ZG) = 0 \). Consequently we have a map

\[
such that \beta \circ \delta_4
\]

so \( \beta \) is a splitting.
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such that $\beta \circ \tilde{\sigma}_3 = p$. If $a \in C_3(\tilde{X})$, we have

\[ \beta \circ \tilde{\sigma}_3(a, 0) = \beta \circ \tilde{\sigma}_3(a) = p(a, 0) = a. \]

so $\beta$ is a splitting for $\tilde{\sigma}_3$.

In [20] Dyer discusses a surprising proficiency result for direct powers of super-

perfect finite groups due to K. Gruenberg [27]. A group $G$ is called super-

perfect if $H_1(G) = H_2(G) = 0$. The smallest such group is the binary icosahedral group of

order 120. Note that if $F/N$ is a finite presentation of a finite super-perfect group $G$, then

\[ d_G(N/[N, N]) \geq d(F) \]

(otherwise $H_1(G)$ would have to be infinite) and

\[ d(N/[F, N]) = d(F) - r(H_1(G)) + d(H_2(G)) = d(F). \]

This shows that $F/N$ is proficient if and only if $d_G(N/[N, N]) = d(F)$, that is, the

group looks balanced from an algebraic viewpoint. In particular the presentation $F/N$ is

is efficient if and only if it is balanced, i.e. $d_N = d(F)$.

Theorem 3.6 (Gruenberg [27]). Let $G$ be a super-perfect finite group, that is proficient

and can be generated by two elements (for example the binary icosahedral group).

Then every finite presentation of the direct power $G^n$, $n \geq 1$, is proficient as well.

From a naive standpoint it seems rather unlikely that the groups $G^n$ could be

balanced (efficient) because of all the additional commutators required in forming

direct products. Efficiency questions for direct products are notoriously difficult,

the interested reader should consult [14] for additional references. There is one result

however, due to Campbell, Robertson and Williams [13], that I would like to explicitly

mention. It says that if $G$ is a finite non-perfect group, then there is an integer $k \geq 1$

such that if $G^n$ has a minimal efficient presentation for $1 \leq n \leq k$, then $G^n$ has a

minimal efficient presentation for all $n$ (a presentation $F/N$ of $G$ is called minimal

efficient if it is efficient and $d(F) = d(G)$). This is then used to show that $A_n^2$ is

efficient for all $n$, where $A_n$ is the alternating group on $n$ symbols.

Typically, a presentation of a finite group requires more relators than generators.

A group (finite or not) is called balanced if it has a finite balanced presentation. In

some sense, balanced finite groups seem to be rare. For instance, there are no finite

balanced groups known that require more than three generators. I would like to end this

section with a result that connects the relation gap problem and the $D(2)$-conjecture
to the problem of finding more balanced finite groups.
Theorem 3.7. One of the following statements (or both) is true:

1. There exists a group as in Theorem 3.5 (in particular the D(2)-conjecture is false);

2. For each $k$ there exists a finite balanced group requiring more than $k$ generators.

Proof. Let $G$ be a finite super-perfect group as in Theorem 3.5. Note that $d(G^n)$ tends to infinity as $n$ tends to infinity. If 2 above is false, then there exists a number $k_0$ so that every finite balanced group can be generated by $k_0$ many elements. We choose $n$ big enough so that $d(G^n) > k_0$. Since $G^n$ is not balanced, every finite presentation of $G^n$ has a relation gap by Theorem 3.6. Since furthermore $H^2(G^n, ZG^n) = 0$ (this is indeed true for every finite group), $G^n$ is a group as in Theorem 3.5.

4. Stabilization results

In [18] M. Dunwoody gave generators for the relation module of a certain presentation that can not be lifted to an actual set of relators. Note that a relation gap would be an extreme failure of this lifting: no minimal generating set of the relation module can be lifted to a set of relators. It was realized by W. Metzler [40] that the lifting problem can be bypassed using "stabilization" by direct products. Hig-Angeloni and Metzler have successfully applied this stabilization trick in various situations, for example to distinguish homotopy-type and simple homotopy-type for 2-complexes [40], and also in connection with the Andrews-Curtis conjecture [36]. I used these techniques to "close" the relation gap for a given group [30].

Theorem 4.1. For a finitely presented group $G$ and a given integer $n > 1$ there exists a positive integer $k$ such that the direct product

$$G \times \mathbb{Z}_n^k$$

has a presentation with zero relation gap.

I showed in [31] that if one is willing to use amalgamated products rather than direct products one can obtain an efficient presentation for the stabilized group. This shows in particular that every finitely presented group can be embedded into an efficient group.

Theorem 4.2. Every finitely presented group $G$ can be embedded into an efficient group $H$. If $G$ has cohomological dimension $n \neq 2$, then $H$ can be chosen to also have cohomological dimension $n$. If $G$ has cohomological dimension 2, then $H$ can be chosen of virtual cohomological dimension 2.
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I should point out that if the word "virtual" could be removed in the last statement above, then the Eilenberg–Ganea conjecture would be true for finitely presented groups (highly unlikely). This is because $H$, being efficient, would be of geometric dimension 2 by Theorem 3.2, and so every subgroup of $H$ would have geometric dimension 2 as well.

5. Asphericity

A group $G$ is called aspherical if it is the fundamental group of a finite aspherical 2-complex. Clearly, aspherical groups are efficient, and so efficiency can be thought of as a first approximation of asphericity. In this section I will discuss more delicate approximations, the so-called Cockcroft properties, which can also be viewed as efficiency notions for infinite complexes.

Let $K$ be a connected 2-complex with fundamental group $G$ and let $H$ be a subgroup of $G$. The complex $K$ is said to have the Cockcroft property if the Hurewicz map

$$h : \pi_2(K) \to H_2(K)$$

is the zero map. We say $K$ has the $H$-Cockcroft property if the covering $K_H$ of $K$ corresponding to the subgroup $H$ has the Cockcroft property. Notice that $K$ is aspherical if and only if it has the trivial-Cockcroft property.

It turns out that in case of a finite complex, the Cockcroft property is essentially efficiency. (A slightly weaker Cockcroft notion, the $p$-Cockcroft property, where $p$ is a certain prime, can be shown to be equivalent to efficiency. We will not pursue this here, the interested reader should consult Kilgour, Pride [38].) This follows quickly from Hopf's exact sequence (see [101])

$$\pi_2(K) \xrightarrow{h} H_2(K) \to H_2(G) \to 0.$$

**Proposition 5.1.** The finite 2-complex $K$ with fundamental group $G$ has the Cockcroft property if and only if

$$\chi(K) = 1 - r(H_1(G)) + r(H_2(G)).$$

In particular $G$ is the fundamental group of a 2-complex that has the Cockcroft property if and only if it is efficient and $H_2(G)$ is torsion-free.

The Cockcroft property was first studied by Cockcroft [15] in connection with the Whitehead conjecture which states that a subcomplex of an aspherical 2-complex is itself aspherical. The more delicate $H$-Cockcroft notions (and also the unfortunate terminology) were introduced by M. Dyer. In order to illustrate the importance of the Cockcroft properties in the light of the Whitehead conjecture I will state (and prove) a slight generalization of a result of Cockcroft by Brandenburg and Dyer.
Theorem 5.2 (Cockcroft [15], Brandenburg, Dyer [9]). Suppose $L$ is a subcomplex of an aspherical 2-complex $K$. Denote by $H$ the kernel of the homomorphism
\[ \pi_1(L) \rightarrow \pi_1(K) \]
induced by inclusion. Then $L$ has the $H$-Cockcroft property.

Proof. Observe that the covering $L_H$ of $L$ corresponding to the subgroup $H$ of $\pi_1(L)$ is a subcomplex of the universal covering $\tilde{K}$ of $K$. From the long exact homology sequence associated to the pair $(L_H, K)$ we see that the map $H_2(L_H) \rightarrow H_2(K)$, induced by inclusion, is injective. Since $K$ is contractible, $H_2(K) = 0$ and so $H_2(L_H) = 0$ as well, which certainly implies that $L_H$ has the Cockcroft property.\(\diamond\)

There is a much deeper result of J. F. Adams [1] (see also Bogley [7]) that says that $L_P$ is acyclic, where $P$ is the Adams radical of the kernel $H$.

Having now talked about both the Whitehead-- and the Eilenberg--Ganea conjecture, I should mention, that by a result of N. Brady and M. Bestvina [5], not both conjectures can be true!

I would like to end this section by briefly mentioning the so called Cockcroft-thresholds. Consider the set of subgroups $H$ of $G = \pi_1(K)$ such that $K$ has the $H$-Cockcroft property, ordered by inclusion. Minimal elements of this ordered set are called Cockcroft-thresholds. They do exist (see [32] and Gilbert, Howie [25]), but are not unique in general (see Pride [43]). From a group theoretic angle it would be nice if the set of Cockcroft-thresholds would only be dependent on $G$ and not on the choice of the minimal complex $K$ carrying $G$.

Question (M. Lustig, 1993). Suppose $K_1$ and $K_2$ are two 2-complexes with the same Euler-characteristic and fundamental group $G$. If $H$ is a subgroup of $G$ such that $K_1$ has the $H$-Cockcroft property, does $K_2$ have the $H$-Cockcroft property as well?

Bogley, Gilbert and Howie showed in [8] that the answer is positive if $H$ is assumed to be a normal subgroup, but the general case remains open.

More information on the Cockcroft properties and thresholds can be found in Dyer's papers [22], [21]. The reader interested in the Whitehead conjecture should consult Bogley's survey article [7].

6. Lifting the generation gap

In the previous sections we have encountered groups, Epstein's free product of finitely generated abelian groups, finite index subgroups of certain right-angled Coxeter groups, direct products of the binary icosahedral group, that are good candidates for a relation gap. Looking at these examples it becomes apparent how limited the available technique a group on a git perhaps more fit by Cossey, Grue
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available techniques are to pinpoint the minimal number of relators required to present a group on a given generating set. In this final section I would like to give another, perhaps more flexible approach to the relation gap problem, based on results obtained by Cossey, Gruenberg and Kovács a number of years ago.

The kernel of the augmentation map from the group ring \( ZG \) to the ring of integers \( Z \), that sends every group element \( g \) to 1, is known as the augmentation ideal \( IG \). If \( G \) is generated by the elements \( g_1, \ldots, g_n \), the augmentation ideal is generated by \( g_1 - 1, \ldots, g_n - 1 \) as a left \( ZG \)-module. So we always have \( d(G) \geq d_G(IG) \). The difference

\[
d(G) - d_G(IG)
\]

is called the *generation gap* of the group \( G \) (this terminology is due to K. Gruenberg).

**Theorem 6.1** (Cossey, Gruenberg, Kovács [16]). Let \( P \) be a finite perfect group and denote by \( P^n \) the \( n \)-fold direct product. Then \( d_{P^n}(I P^n) = d_P(I P) \).

Since \( d(P^n) \) tends to infinity as \( n \) gets large, one can produce groups with arbitrarily large generation gaps in this way. I should point out that, in contrast to the relation gap, infinite generation gaps can not exist since \( d(G) \) is finite if and only if \( d_G(IG) \) is finite.

Fix a finite perfect group \( P \) and let \( H \) be a finitely presented group that contains \( P^n \) as a subgroup for all \( n \) (examples of finitely presented groups that contain all finite groups as subgroups are the Houghton groups contained in Brown [10]). Let \( G(n) \) be the group defined by \( \langle H, t \mid [p, t], p \in P^n \rangle \). Then \( G(n) \) is an HNN-extension \( H \ast_{P^n} t \). If \( (X \mid R) \) is a finite presentation for \( H \) and \( u(p), p \in P^n \), is a word in \( X \) that represents \( p \) as an element of \( H \), then

\[
(X, t \mid R, [u(p), t], p \in P^n)
\]

is a presentation for \( G(n) \). Let \( F \) be the free group on \( X \cup \{t\} \) and let \( N(n) \) be the normal closure of \( R \cup \{[u(p), t] \mid p \in P^n \} \) in \( F \). From a naive point of view one would think that \( d_F(N(n)) \) tends to infinity as \( n \) gets large because one is inclined to believe that at least \( d(P^n) \) relators are required.

**Proposition 6.2.** There exists a constant \( k \) such that

\[
d_{G(n)}(N(n)/[N(n), N(n)]) \leq k
\]

for all \( n \).

**Proof.** Let \( F_1 \) be the free group of \( X \) and \( N_1 \) be the normal closure of \( R \) in \( F_1 \). One has a short exact sequence of \( ZG(n) \)-modules (see Hannerbauer [29])

\[
0 \rightarrow ZG(n) \otimes_H N_1/[N_1, N_1] \rightarrow N(n)/[N(n), N(n)] \rightarrow ZG(n) \otimes_{P^n} IP^n \rightarrow 0.
\]
By Theorem 6.1 we see that
\[ d_{G/n}(N(n)/(N(n), N(n))) \leq d_H(N_1/[N_1, N_1]) + d_F(IP). \]

So if one could prove that \( d_F(N(n)) \geq d(P^n) \), one could produce arbitrarily large finite relation gaps. Yet another way to produce examples of groups that are likely to have finite relation gaps is described by Howie [37]. He also uses a limiting process (quite different from the one given above) that "approximates" the groups constructed by Brady and Bestvina [5] that are known to have infinite relation gaps.
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