
Linear Algebra
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The topic of Ònumerical linear algebraÓ includes many areas 
of importance to science and engineering, including solving 
linear systems, Þnding eigenvalues, and matrix 
decompositions.  In this course, we will be primarily 
interested in solving linear systems.   For example, 

5x1 � x2 + 2x3 = 7

�2x1 + 6x2 + 9x3 = 0

�7x1 + 5x2 � 3x3 = 5

The systems we will be interested in will be much larger, with 
100s or 1000s of unknowns.
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Where do linear systems come from? 



Systems with millions of unknowns
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¥1.23 million Òdegrees of 
freedomÓ (DOF). !

¥Solves in 6.8 minutes on 
a desktop computer, !

¥Every point on the 
vehicle is an unknown.

DOF=number of equations



Circuits
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Leads to large linear systems of equations for the currents and voltages



Computational Fluid Dynamics (CFD)
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Typically, any equations involving “incompressible” flow will 
eventually require the solution of large linear systems of 
equations. 

Magma flow

Fluid 
simulations in 

computer 
graphics 

Potential flow



Suppose you have several samples of a material that is made 
up of two distinct components.  You (somehow) know the 
volume          each component takes up in the sample, but 
not their respective densities         .   You can Þnd the density 
of each component using the following model if you know the 
weight     of each sample

⇢1, ⇢2

⌫1, ⌫2

!

Data Þtting
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Model : 
⇢1⌫1 + ⇢2⌫2 = !

Data : 

(4.12, 5.39, 1.09)

(4.13, 5.41, 1.20)

(3.91, 5.32, 1.11)

(3.89, 5.11, 1.02)

(2.11, 4.95, 1.05)

(! 1, ! 2, " ) Solve to get ⇢1, ⇢2

More equations than unknowns

4.12⇢1 + 5.39⇢2 = 1.09

4.13⇢1 + 5.41⇢2 = 1.20

3.91⇢1 + 5.32⇢2 = 1.11

3.89⇢1 + 5.11⇢2 = 1.02

4.21⇢1 + 4.95⇢2 = 1.05

“Best” solution
!! 1 = 0 .0371

!! 2 = 0 .1804



Linear algebra
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Typical linear system of equations :

5x1 � x2 + 2x3 = 7

�2x1 + 6x2 + 9x3 = 0

�7x1 + 5x2 � 3x3 = 5

The variablesx1, x2, and x3 only appear as linear terms
(no powers or products).

This is a square linear system, since we have the same 
number of equations as variables.  



Introduction to Matrices

2x + 4y � 2z = 2

4x + 9y � 3z = 8

�2x � 3y + 7z = 10

Writing a linear system using matrices : 

!

"
2 4 ! 2
4 9 ! 3

! 2 ! 3 7

#
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Introduction to vectors and matrices
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To work with linear systems, we should have a good 
introduction to matrix algebra  and notation involving 
matrices.  A matrix  is a table of numbers, for example : 

A =

2

664

1 5 3 ! 2
! 6 6 8 11
0 1 3 3
4 3 5 5

3

775

A vector is a matrix with only one row or column.



Matrix notation

a21 = a12 = a23 = a33 =

A =

!

"
2 6 1
4 9 11

�2 �3 7

#

$

a21 = Ódown 2 and over 1Ó

4

a12 = Ódown 1 and over 2Ó

6

a33 = Ódown 3 and over 3Ó

7

a23 = Ódown 2 and over 3Ó
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The entries of matrix A are given by aij , where i is the
row, and j is the column
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Matrix addition

To add two matrices which have the same shape, we 
simply add their components

Example : 

Multiplication by a scalar is also carried out component-wise:

3
!

1 3
4 ! 1

"
=

!
3 9

12 ! 3

"


1 3
4 �1

�
+


0 �1
2 4

�
=


1 2
6 3

�
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When can we multiply two matrices?

In order to multiply matrices, the inner dimensions of 
the two matrices must agree.  

12
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Matrix multiplication
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4
1 0 2
2 1 �2

�1 �3 7

3

5

2

4
2 6 1
4 9 11

�2 �3 7

3

5 =

aij = (Row i) · (Column j)

We can describe each entry as a dot product of a row 
with a column vector

a31 = (�1,�3, 7) á(2, 4,�2) = (�1)(2) + (�3)(4) + (7)(�2) = �28

Example : 

!

"
! 2 0 15
12 27 ! 1

! 28 ! 54 15

#

$
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Matrix multiplication
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Multiplication on the right by a vector can be thought 
of a forming a linear combination of columns.

!

"
2 4 5
1 9 ! 3

! 2 1 7

#

$

!

"
a
b
c

#

$ =

a

2

4
2
1

�2

3

5+ b

2

4
4
9
1

3

5+ c

2

4
5

�3
7

3

5

Result is a column vector

Multiplication on the right can be thought of as a 
linear combination of columns.



Matrix multiplication

Multiplication on the left can be thought of as a linear 
combination of rows.

Result is a row vector

!
a b c

" #

$
2 4 5
1 9 �3

�2 1 7

%

& =

a
⇥
2 4 5

⇤
+ b

⇥
1 9 �3

⇤
+ c

⇥
�2 1 7

⇤
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Multiplication on the left by a vector can be thought 
of a forming a linear combination of rows.


